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LECTURE #1: BASIC DEFINITIONS OF LINEAR ALGEBRA

1.1 Concept of Matrix

Solutions of many important problems in engineering, economic, etc. lead to
the solving of the systems of linear algebraic equations. The subject LINEAR
ALGEBRA deals with methods for solving system of linear algebraic equations.

In general case the system of m linear algebraic equations with n unknown
variables has the following form:
allxl + a12X2 + 8.13X3 +...+ alan - bl
Qg1 Xy + 8y Xy + BpgXg + ...+ Ay X, =D,

1)

am]_Xl + am2X2 + am3X3 +...+ aman - bm
where x; with subscripts i = 1,2,...,n are unknown variables, a; (i=1m, j=1n) are

real coefficients, b, (i=1,m) are real numbers called free members.

The coefficients of a; (i =1m, j=1n) can be considered as a rectangular

array of numbers or matrix. Therefore,
Definition. The matrix of the size m by n is a rectangular array of numbers with m
rows and n columns. We use the following notations to sign the matrices: either
capital letters of Latin alphabet or small letters in round or square brackets with
indices, i.e.
A1 o A3 .- Ay
A=
aml a-m2 a-m3 amn
or

A= (aij )m,n = [aij]m,n

i=1..m,j=1...n,
The individual elements a; are called entries or components of matrix A. The

first subscript is the number of the i-th row and the second one is the number of the
j-th column where the entry a; is situated. Here we have to intend m is a total

number of rows, while n is a total number of columns in the matrix A.



Investigations of such arrays corresponding to the systems of linear equations
helps to find solutions of formulated above systems (1).

@qﬁnition If m=n then the matrix A is called the square matrix. In other words, A

IS a square matrix if it has the same number of rows and columns.

a, A, .. A .. A&,
A=la, a, .. 3 .. g,
3y Ay .. @y .. Ay

Definition. If m=1 then the matrix is called the row matrix.
A = (a11 a12...a1n);
Definition. If n=1 then the matrix is called the column matrix.

bll
b12

b

ml

Definition. The matrix with all its entries equal to zero is called a null matrix or zero
matrix. It is denoted by O.

00 .0
= O 0 o 0]
0 0 .. 0

In fact, there is a zero matrix for every size!

Let us consider various matrices only.
Definition. The set of the elements a,,,a,,....,a,, of a square matrix A is called the

main (or leading) diagonal of the matrix, and these elements are called the elements
of the main diagonal.
-1

Examplé. Let us consider the matrix A= 5 |. The elements (1,0,2)
2

~N b
o o w

are elements of the main diagonal.



Definition. The set of the elements a,,,a,,_4,...,8, Of a square matrix A is called

the secondary diagonal of the matrix, while these elements are called the elements
of the secondary diagonal.

The matrix elements (—1,0,7) from the previous example are the elements of
the secondary diagonal.

Definition. A square matrix A with zero elements everywhere except in the leading
diagonal is called a diagonal matrix.

a;; 0 w0
A=l 0 az .. 0
0 O oo Opp

Definition. The identity (unit) matrix is a diagonal matrix with all its diagonal
elements equal to one. The identity matrix is always a square matrix, and it has the
property that there are ones down the main diagonal and zeroes elsewhere.

Usual notations for such matrices are by the letters | or E.

1 0 0
|=E = 0 1 0
0 0 1
Here are some identity matrices of various sizes.
10 0 1 0 0 O
mfy Shlo 1ol o 5 8 8
0 0 0 1

The firstis the 1 x 1 identity matrix, the second is the 2 x 2 identity matrix, and
so on. By extension, you can likely see what the n X n identity matrix would be.
When it is necessary to distinguish which size of identity matrix is being discussed,
we will use the notation I, forthe n X n identity matrix.

The identity matrix is so important that there is a special symbol to denote the

ijt" entry of the identity matrix. This symbol is given by I;j = 6;; where §;; is
the Kronecker symbol defined by

_lifi=j
0ij = {O ifi #j



Definition. If all the elements of a square matrix A located below (above) main

diagonal are equal to zero then this matrix is called the upper (lower) triangular
matrix.

a‘11 alZ a13 aln
0 a a .. a

Aan: 22 23 2n
0 0 0 .. a

nn

Example. Suppose we have the following matrices

1 2 3 1 0 O 9 00 1 000
A=0 2 4,,B=|-1 0 0|,C=0 7 0|,D=|0 1 0 O]
0 0 8 5 3 8 0 0 8 0 010

Here matrix A is upper triangular, B is lower triangular, C is diagonal and D
is nor diagonal, nor unit since D is not square.

Definition. If all the elements of a rectangular rxn matrix A are located as

follows
aiq air ais ar A1n
0 azp az .. Gy .. azq
Aer:\ 0 0 azz .. az .. a3n/,
0O 0 O e Ay e Ay

where a;#0, i1=1,2,...,r; r<k, one can say that the matrix is in echelon form (row
echelon form).
Specifically, a matrix is in row echelon form if

1. If there are any zero rows, they must be at the bottom of the matrix.

2. The first nonzero entry from the left of a nonzero row is a 1, which is also called
the leading one of that row.

3. The leading one for each nonzero row appears to the right and below any
leading ones in the previous rows.

4. For a column with a leading one, the other entries in that column are zero.

A similar definition can be made for reduced column echelon form and
column echelon form.



Definition. Two matrices A and B of identical sizes are called equal if their
corresponding elements are equal, i.e.

0 O
(@) [0 0

0
0
3

* [8 8] because they are different sizes. Also,

%] * B (3)] because, although they are the same size, their corresponding

() |

entries are not identical.
In the following section, we explore linear operations of matrices.
1.2 Operations on Matrices

Since the matrices are mathematical objects It is naturally to introduce some
algebraic operations on them such as, for example, the addition, subtraction,
multiplication and division.

Definition. The algebraic sum of matrices A and B of identical sizes is called the

matrix C=A+B of the same size as A and B with the elements defined by the
following formula

Cij :au +bij’ i:].,m, J :1,
2

Example. Let A Loy g (3 1 =2) 1y
mple. = , B= .
4 3 45 10 2

1 0 2 3 1 -2 1+3 0+1 2-2 4 1 0
A+B= + = = :
3 4 5 -1 0 2 3-1 440 5+2 2 4 7
Note 1. Cannot be added two matrices of different sizes.

Note 2. Addition of matrices obeys very much the same properties as normal

addition with numbers. Note that when we write for example A + B then we assume
that both matrices are of equal size so that the operation is indeed possible.

Basic properties of addition of matrices:
1. Commutative Law of Addition: A+B=B+A (commutability)
2. Associative Law of Addition: (A+B)+C=A+(B+C) (associability)



3. Existence of an Additive Identity: "There exists a zero matrix O such that

A+0=A"
4. Existence of an Additive Inverse: “"There exists a matrix —A such that 4 +
(-A) =0~

We call the zero matrix in [3] the additive identity. Similarly, we call the
matrix —A in [4] the additive inverse. —A is defined to equal (—1)A4 = [—aij]. In
other words, every entry of A is multiplied by —1 .

Definition. The result of multiplying a matrix A=(8jj)mn by a real number k (a

scalar) is a matrix B = (), , whose elements by are by; =ka;, i=1,m, j=1n,i.e.

k times the components of A.

MNote. The subtraction can be defined then in the following way
C=A-B=A+(-1)B.

Examples:
If A=(3 -1 2)then3A=33 -1 2)=(3-3 3-(-1) 3-2)=(© -3 6).

4 ﬁ _04]’ e A — 7 ﬁ _04] _ [7(2) 7(0) | _ [174 _(;8]

7(1) 7(—4)
3 2
If A= then 5A=[* 19
2 3 10 15

Corollary. A common factor of all elements of the matrix can be taken out the matrix.
Example:

30 10 8 _215 5 4

20 16 4) |10 8 2)
Similarly to addition of matrices, there are several properties of scalar multiplication
which hold.

Basic properties of scalar multiplication of a matrix:
1. Associative Law for Scalar Multiplication: (ks)A=k(sA)=s(kA)
2. Distributive Law over Scalar Addition: (k+s)A=kA+sA
3. Distributive Law over Matrix Addition: k(A+B)=kA+kB



4. Rule for Multiplicationby 1: 1A= A4

The Vector Form of a System of Linear Equations

Now we can demonstrate how scalar multiplication relates to linear systems
of equations.

First, a linear combination is a sum consisting of vectors (column matrices)
multiplied by scalars. For example,

15202] =7 Ll;] +8 [é] +9 [2]

is a linear combination of three vectors.
Suppose we have a system of equations given by
a11X1 + o4 alnxn = b1

Am1X1 + o+ QpnXy = by,
We can express this system in vector form which is as follows:

a1 ) A1n by

az1 az; Ayn b
xl . + xz . + e + xn . = .2

am1 Am2 Amn bm

Notice that each vector used here is one column from the corresponding matrix of
the system. There is one vector for each variable in the system, along with the
constant vector.

The operation of matrix multiplication or the product of two matrices AB can
be formed not for any two matrices, only for such two matrices A and B when the
number of columns of matrix A is equal to the number of rows of matrix B.

Consider a product AB where A hassize mxn and B hassize n X p.
Then, the product in terms of size of matrices is given by

these must match!
A

(mx n(nXp )=mXp
Note the two outside numbers give the size of the product. One of the most important
rules regarding matrix multiplication is the following. If the two middle numbers
don’t match, you can’t multiply the matrices!
Definition. Product of the matrix A of the size m by n and the matrix B of the size n

by p is the matrix C=AB of the size m by p with elements defined as



n —
Cij :Zaikbkj :ailblj +ai2b2j +ai3b3j +...+ainbnj y | :1,m, J :l, p
k=1

Note. To calculate the entry c; of the matrix C=AB we use all entries of the first

matrix from the row number i and all entries of the second matrix from the column
number j. That is why the rule of matrix multiplication can be called the rule “row
by column” and formulated in the following way:

In order to get the element of the matrix C=AB situated in the i row and j™"
column it is necessary to multiply all entries of the matrix A from i row by the
corresponding entries of the matrix B from j™ column and then summarize the
obtained products.

Example. Let A 102 _02 _21
mple. = , B= .
4 3 4 5

1-(-2)+0-0+2-1 1-(-1)+0-2+2-0 0 -1
Then AB = - _
3-(-2)+4-0+5-1 3-(-1)+4-2+5-0 -1 5

Compare the products AB and BA , for matrices A = [é ﬂB = [(1) (1)

The first product, AB is
a8 =[5 31 ol =[5 3
The second product, BA is
0 1 [1 2 :[3 4]
1 0!13 4 1 2
Therefore,
AB # BA
This example illustrates that you cannot assume AB = BA even when
multiplication is defined in both orders. If for some matrices A and B it is true that

AB = BA ,then we say that A and B commute. This is one important property of
matrix multiplication.

The following are other important properties of matrix multiplication. Notice that
these properties hold only when the size of matrices are such that the products are



defined.

Basic properties of the matrix multiplication:
1. k(AB)=(kA)B=A(kB) (distributivity)
2. (A+B)C=AC+BC, C(A+B)=CA+CB and A(kB + nC) = k(AB) + k(AC)
3. (AB)C=A(BC) (associability)
4. Multiplication by the Identity Matrix AE=A, EA=A
5. Ingeneral case AB = BA. Moreover, both AB and BA do not always exist at the
same time.

Definition. The matrices A and B that satisfy the equality AB=BA are called the
commutative matrices.
Definition. The matrix A to the power n is the matrix C=A-A-A-A-...- A.

————— n times ————

Example. Let us find the n-th power of the matrix A, where

0 20
A=/0 0 3].
0 0O

First, we are going to find several first powers of A to understand the rule.
0 2 00 2 O
A>=|0 0 3|0 0 3|=
0 0 OO O O
0-0+2-0+0-0 0-2+2-0+0-0 0-0+2-3+0-0 0 0 6
=/0-0+0-0+3-0 0-2+0-0+3-:0 0-0+0-3+3-0(=|{0 0 O
0-0+0-0+0-0 0-2+0-0+0-0 0-0+0-3+0-0 0 0O
0 0 60 2 O
A*=/0 0 0|0 0 3|=
0 0 ONO O O
0-0+2-0+6-0 0-2+0-0+6-0 0-0+0-3+6-0 0 0O
=10-0+0-0+0-0 0-2+0-0+0-0 0-0+0-3+0:0|={0 0 O
0-0+0-0+0-0 0-2+0-0+0-0 0-0+0-3+0-0 0 0O

Since for any n such that n>3 A" = A" A% and A® is zero matrix then A" =0 for
n>3.



Another important operation on matrices is that of taking the transpose. For a matrix
A , we denote the transpose of A by AT . Before formally defining the transpose,
we explore this operation on the following matrix:

T
F 1}] _ [1 3 2
> 6 4 1 6
Definition. The matrix AT obtained from the given matrix A by interchanging its

rows with its columns is called the transposed matrix. In other words, we switch the
row and column location of each entry:

all alZ e a“ln a11 a‘12 am1
aZl a22 a‘2n a'21 a'22 am2
- T _
mxn— An><m
a‘ml a‘m2 a'mm aln a2n amm

10 2 13
Example. Let A= ,AT=0 4
3 4 5
2 5
Properties of the Transpose of a Matrix
1. (AN =4
2. (AB)T = BTAT
3. (kA+nB)T = kAT + nBT

Definition. The matrix A is called the symmetric matrix if A=A", i.e.

auza“ |:1,m,J:1,n
Example:
2 1 3 2 1 3
A=|11 5 =3[,AT=]1 5 =3
3 -3 7 3 -3 7

So, A is symmetric.

Definition. The matrix A is called skew-symmetric matrix if A = —A', i.e.
aij:—aji i:l,_m,j:ﬁ.

Example:



0 1 3 0 -1 -3
A=|-1 0 2[,AT=[1 0 =2
-3 =2 0 3 2 0

So, A is skew-symmetric.

The Matrix Form of a System of Linear Equations
Using the above operation, we can also write a system of linear equations in
matrix form. In this form, we express the system as a matrix multiplied by a vector.
Consider the following definition.
Suppose we have a system of equations given by
a1 X1+ + agpx, = by
a1 X, + -+ apnx, = b,

Am1X1 + o+ QpnXy = by,
Then we can express this system in matrix form as follows.

i1 Q2 0 AQp ] [* b,
Az1 Gz - Qzp||X2 b,
aml amz amn xn

Note. The expression AX =B is also known as the Matrix Form of the
corresponding system of linear equations. The matrix A is simply the coefficient
matrix of the system, the vector X is the column vector constructed from the
variables of the system, and finally the vector B is the column vector constructed
from the constants of the system. It is important to note that any system of linear
equations can be written in this form.

Notice that if we write a homogeneous system of equations in matrix form, it would
have the form AX = 0, for the zero vector 0.



