
 Solving of Systems of Linear Algebraic Equations (SLAE) with 

the same number of equations and unknowns 

 

4.2. Solving the Matrix Equations by Means of Inverse Matrix 

 

Let us consider three types of matrix equations. 

Type 1. BAX  , where A is square non-singular matrix. 

By the theorem of the previous section, the matrix A has an inverse matrix 1A . Let 

us multiply the equation by 1A  from the left hand side. Then  

𝐴𝑋 = 𝐵
𝐴−1(𝐴𝑋) = 𝐴−1𝐵

(𝐴−1𝐴)𝑋 = 𝐴−1𝐵

𝐼𝑋 = 𝐴−1𝐵
𝑋 = 𝐴−1𝐵

 

Type 2. BXA  , where A is square non-singular matrix. 

By the theorem of the previous section, the matrix A has an inverse matrix 1A . Let 

us multiply the equation by 1A  from the right hand side. Then  

𝑋𝐴 = 𝐵
(𝑋𝐴)𝐴−1 = 𝐵𝐴−1

𝑋(𝐴𝐴−1) = 𝐵𝐴−1

𝑋𝐼 = 𝐵𝐴−1

𝑋 = 𝐵𝐴−1

 

Type 3. BAXC  , where A and C are square non-singular matrix. 

By the theorem of the previous section, the matrices A and C have the inverse 

matrices. Let us multiply the equation by 1A  from the left and by 
1C  from the 

right hand sides. Then  

𝐴𝑋𝐶 = 𝐵
𝐴−1(𝐴𝑋𝐶)𝐶−1 = 𝐴−1𝐵𝐶−1

(𝐴−1𝐴)𝑋(𝐶𝐶−1) = 𝐴−1𝐵𝐶−1

𝐼𝑋𝐼 = 𝐴−1𝐵𝐶−1

𝑋 = 𝐴−1𝐵𝐶−1

 

 

Example. Solve the system 













54

523

12

321

321

21

xxx

xxx

xx

. 



Let us introduce some matrices:  


















411
213

021
A , i.e. the matrix of the system; 
















5
5
1

B , i.e. the column matrix of right sides; 
















3

2

1

x

x

x

X , i.e. the column matrix of the unknowns. 

Then the initial system can be rewritten in the form  

AX=B. 

Since the determinant of the matrix A  

0142240044
411
213

021
det 


A  

we can use the inverse matrix 1A  to obtain the solution of the system (Type 1). Let 

us calculate all cofactors of the matrix A: 

  6
41

21
1

11
11 







A ,   8

41

02
1

12
21 





A ,    4

21

02
1

13
31 





A ; 

  10
41

23
1

21
12 







A ,     4

41

01
1

22
22 





A ,   2

23

01
1

23
32 





A ; 

  4
11

13
1

31
13 





A ,     3

11

21
1

32
23 





A ,       5

13

21
1

33
33 


A . 

So  





















534
2410
486

14

11A ; 






















































































 

1
0
1

14
0

14

14

1

25154
102010
20406

14

1

5
5
1

534
2410
486

14

11BAX , 

i.e. 11 x , 02 x , 13 x . 

 

4.3 Rule by Cramer 

 

Another context in which the formula given in the Theorem on the invertible 

matrix is important is Cramer’s Rule. Recall that we can represent a system of linear 

equations in the form  𝐴𝑋 = 𝐵 , where the solutions to this system are given by  𝑋 . 



Cramer’s Rule gives a formula for the solutions  𝑋  in the special case that  𝐴  is a 

square invertible matrix.  

Note this rule does not apply if you have a system of equations in which there 

is a different number of equations than variables (in other words, when  𝐴  is not 

square), or when  A  is not invertible. 

Let us consider the system of linear algebraic equations (SLAE) with n 

equations and n unknowns: 



















nnnnnn

nn

nn

bxaxaxa

bxaxaxa

bxaxaxa









2211

22222121

11212111

 

Hence, the solutions  𝑋  to the system are given by  𝑋 = 𝐴−1𝐵 . Since we assume 

that  𝐴−1  exists, we can use the formula for  𝐴−1  given above. Substituting this 

formula into the equation for  𝑋 , we have 

𝑋 = 𝐴−1𝐵 =
1

𝑑𝑒𝑡(𝐴)
𝑎𝑑𝑗(𝐴)𝐵 

Let  𝑥𝑖  be the  𝑖 −th  entry of  𝑋  and  𝑏𝑗  be the  𝑗 −th  entry of  𝐵. Then this 

equation becomes 

𝑥𝑖 = ∑[𝑎𝑖𝑗]
−1

𝑛

𝑗=1

𝑏𝑗 = ∑
1

𝑑𝑒𝑡(𝐴)

𝑛

𝑗=1

𝑎𝑑𝑗(𝐴)𝑖𝑗𝑏𝑗 

We can introduce the following notations: 

nnn

n

aa

aa







1

111

  

- it is called a determinant of the coefficients at the unknowns; 

The following determinants ∆𝑖 are determinants of the matrices 𝐴𝑖, where each matrix 

𝐴𝑖 is the matrix obtained by replacing the  𝑖 −th  column of A  with the column matrix 





n

i

iinn

nnnnn

n

n

AbAbAbAb

aaab

aaab

aaab

1

11212111

32

223222

113121

1 







; 







n

i

iinn

nnnnn

n

n

AbAbAbAb

aaba

aaba

aaba

1

22222121

31

223221

113111

2 







; 

… 





n

i

ininnnnn

nnnn

n AbAbAbAb

baaa

baaa

baaa

1

2211

321

2232221

1131211









. 

 Let us multiply the first equation of the given above system by 11A , the second 

equation by 21A , the third by 31A , … the nth by 1nA  and summarize these products 

collecting similar terms: 

 )( 113131212111111 nn AaAaAaAax   )( 123132212211122 nn AaAaAaAax 

 )( 133133212311133 nn AaAaAaAax  …  )( 1313212111 nnnnnnn AaAaAaAax 

1212111 nn AbAbAb   . 

 According to the Theorems of the previous section we can rewrite the 

equation above as follows: 













 1

1111321 then0if000 xxxxxx n . 

 In the same way if one multiplies the first equation of the system by kA1 , the 

second equation by kA2 , the third by kA3 , … the nth by nkA  one has: 

  kknkkk xxxxxx 1111 0000 




 k

kxthen0if . 

 So we are able to prove the following theorem: 

Theorem (Rule by Cramer) Suppose  𝐴  is an  𝑛 × 𝑛  invertible matrix and we wish 

to solve the system  𝐴𝑋 = 𝐵  for 𝑋 = [𝑥1, ⋯ , 𝑥𝑛]𝑇 . Then Cramer’s rule says 

𝑥𝑖 =
𝑑𝑒𝑡(𝐴𝑖)

𝑑𝑒𝑡(𝐴)
 or nix i

i ,1, 



 . 

where  𝐴𝑖  is the matrix obtained by replacing the  i-th  column of  𝐴  with the column 

matrix 

𝐵 = [
𝑏1

⋮
𝑏𝑛

] 



Example. Solve the system 













54

523

12

321

321

21

xxx

xxx

xx

. 

 

Let us find the determinant of the system  : 

142240044
411
213

021



 . 

Since the determinant is not equal to zero we can use the rule by Cramer: 

1424000204
415
215

021

1 

 , 

0101200220
451
253

011

2 

 , 

1453013105
511
513
121

3 


 . 

So, 1
14

14
,0

14

0
,1

14

14 3
3

2
2

1
1 

















 xxx  

 


