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**АНОТАЦІЯ**

Програма складена відповідно до вимог Міністерства освіти і науки України, закону України від 06 вересня 2014 р. «Про вищу освіту», постанови КМ України від 23 березня 2016 р. № 261 «Про затвердження Порядку підготовки здобувачів вищої освіти ступеня доктора філософії та доктора наук у вищих навчальних закладах (наукових установах)» зі змінами та наказу Міністерства освіти і науки України від 11.10.2019 року № 1285 «Умови прийому на навчання до закладів вищої освіти України в 2021 році», Положення про підготовку здобувачів вищої освіти ступеня доктора філософії в аспірантурі, правил прийому до аспірантури Національного технічного університету «Харківський політехнічний інститут»№ 11 від 27.12.2019 року.

Метою вступного випробування є комплексна перевірка знань вступників, які вони отримали у результаті вивчення циклу дисциплін, передбачених освітньо-професійною програмою та навчальними планами в обсязі програми вищої освіти магістра зі спеціальності «Комп’ютерні науки». Вступник повинен продемонструвати фундаментальні та професійно-орієнтовані уміння і знання щодо узагальненого об’єкта дослідження, а також здатність вирішувати типові професійні завдання відповідного рівня.

**ЗМІСТ ПРОГРАМИ**

1 МАТЕМАТИЧНІ ОСНОВИ КОМП’ЮТЕРНИХ НАУК

1.1 Теорія множин та алгебраїчні системи. Операції над множинами, прямий добуток. Потужність множин, порівняння множин. Бінарні відношення, основні класи: еквівалентності, часткові та лінійні порядки, функціональні відношення. Операції над бінарними відношеннями: теоретико-множинні операції, добуток, інверсія, замкнення. Алгебраїчні системи: алгебри, реляційні моделі.

1.2 Математична логіка. Алгебра логіки: булевські функції, еквівалентність формул, нормальні форми, повнота та замкненість. Предикати, обчислення предикативів.

1.3 Комбінаторика. Перестановки, розміщення та сполучення. Методи перерахування об'єктів. Метод включення - виключення. Рекурентні методи. Метод твірних функцій.

1.4 Графи. Вершини і ребра. Суміжність та інцидентність. Зв`язність, шляхи і цикли. Ейлерови графи. Гамільтона графи. Дерева. Планарні графи. Розфарбування графів. Мережі і потоки в мережах.

1.5 Формальні мови та автомати. Природні та формальні мови, семантика та синтаксис. Граматики та автомати. Скінченні автомати, автомати з магазинною пам’яттю. Контекстно вільні мови.

2 АЛГОРИТМИ ТА СТРУКТУРИ ДАНИХ

2.1 Структури даних: стек, черга, куча, дерево, граф, хеш-таблиця.

2.2 Поняття та властивості алгоритмів. Рекурсивні функції, машини Тьюрінга, нормальні алгоритми Маркова.

2.3 Алгоритми сортування. Швидке сортування.

2.4 Динамічне програмування та жадібні алгоритми.

2.5 Алгоритми на графах. Пошук в глибину та в ширину. Топологічне сортування. Пошук циклів в графі: Ейлерів та Гамільтонів цикл. Пошук найкоротших шляхів: алгоритми Дейкстри, Флойда-Уоршела, Беллмана - Форда. Остовні дерева. Алгоритми Крускала та Пріма. Матриця Кірхгофа пошуку кількості остовних дерев. Задача про максимальний потік.

3 ТЕОРЕТИЧНІ ОСНОВИ ПРОГРАМУВАННЯ

3.1 Мови програмування: процедурно орієнтовані, проблемно-орієнтовані. Синтаксис і семантика.

3.2 Мовні процесори: транслятори, інтерпретатори. Основні етапи трансляції: лексичний, синтаксичний та семантичний аналізи, оптимізація та генерація коду. Синтаксичний аналіз: розбір знизу-вверх та зверху-вниз.

3.3 Методи програмування. Парадигма об’єктно-орієнтованого програмування, забезпечення модульності. Класи та об’єкти. І[нкапсуляція](https://uk.wikipedia.org/wiki/%D0%86%D0%BD%D0%BA%D0%B0%D0%BF%D1%81%D1%83%D0%BB%D1%8F%D1%86%D1%96%D1%8F), [успадкування](https://uk.wikipedia.org/wiki/%D0%A3%D1%81%D0%BF%D0%B0%D0%B4%D0%BA%D1%83%D0%B2%D0%B0%D0%BD%D0%BD%D1%8F_(%D0%BF%D1%80%D0%BE%D0%B3%D1%80%D0%B0%D0%BC%D1%83%D0%B2%D0%B0%D0%BD%D0%BD%D1%8F)), [поліморфізм](https://uk.wikipedia.org/wiki/%D0%9F%D0%BE%D0%BB%D1%96%D0%BC%D0%BE%D1%80%D1%84%D1%96%D0%B7%D0%BC_(%D0%BF%D1%80%D0%BE%D0%B3%D1%80%D0%B0%D0%BC%D1%83%D0%B2%D0%B0%D0%BD%D0%BD%D1%8F)).

3.4 Структурне програмування. Функціональне програмування. Логічне програмування.

3.5 Специфікація, верифікація і тестування програмного забезпечення.

4 ПАРАЛЕЛЬНІ ТА РОЗПОДІЛЕНІ ОБЧИСЛЕННЯ

4.1 Концепція розподілених обчислень. Основні задачі розподілених обчислень: прозорість, відкритість, гнучкість, розширюваність.

4.2 MapReduce: методологія і технологія розподілених обчислень: Етап Map – попередньої обробки, Етап Reduce - згортки результатів.

4.3 Введення в систему Hadoop: основні принципи Hadoop, компоненти Hadoop, робота з нереляційними даними, приклади використання. MapReduce в Hadoop.

4.4 Розподілені середовища обробки інформації. Концепція проблемно-орієнтованих середовищ. Предметно-орієнтовані бази даних Data Warehausig. Основні моделі взаємодії розподілених об’єктів: модель «клієнт-сервер», «центральний координатор» і «розподілене узгодження».

4.5 Високонавантажені системи і високопродуктивні обчислення. Сучасні архітектури високопродуктивних розподілених обчислювальних систем. Рівні паралелізму. Багатопотокова модель програмування.

4.6 Сервіс-орієнтована парадигма розподілених обчислень. Базові архітектури сервіс-орієнтованих систем з шаблонами взаємодії типу «запит-відповідь», «публікація-підписка». Програмні агенти і мультиагентні сервіс-орієнтовані системи. Створення розподілених додатків на базі технології веб-сервісів.

4.7 Розподілені обчислювальні інфраструктури и хмарні системи. Розгортання програмних систем в хмарних середовищах. Особливості взаємодії, відмінності і спільні риси хмарних платформ Amazon, Google, Microsoft.

5 МАТЕМАТИЧНЕ МОДЕЛЮВАННЯ ТА СИСТЕМНИЙ АНАЛІЗ

5.1 Принципи побудови математичних моделей. Концепція кінематичних аналогій, компартаментальний аналіз. Ідентифікація та оцінювання параметрів моделей. М’яке моделювання. Перевірка адекватності, тестування, валидация і верифікація моделей.

5.2 Імітаційні моделі. Подієве моделювання, моделюючи алгоритми. Методи Монте-Карло. Мережи Петрі. Методи системної динаміки. Мультіагентне моделювання і комп’ютерна симуляція..

5.3 Принципи та методологія системного аналізу. Основи теорії складних систем. Опис структури складної системи. Декомпозиція та агрегування. Метод сингулярних збурень. Метод малого параметру.

5.4 Методи оптимізації систем. Лінійне та нелінійне програмування. Критерії оптимальності. Оптимізація з обмеженнями, метод функцій Лагранжа, метод штрафних функцій. Методи та алгоритми пошуку екстремуму, концепція псевдоградіентності. Алгоритми випадкового пошуку.

5.5 Особливості дискретної оптимізації. Булєве програмування. Метод Гоморі. Метод «гілок і меж». Задачі дискретної оптимізації на графах. Метаевристичні методи та алгоритми дискретної оптимізації. Генетичні алгоритми. Мурашині колонії. Метод імітаційного відпалу.

5.6 Багатокритеріальна оптимізація. Парето оптимальні розв’язки. Метод поступок, мінімаксні методи. Методи згортки критеріїв. Системна оптимізація.

5.7 Основи теорії прийняття рішень. Теорія корисності, відношення переваги. Процедури вибору альтернатив. Метод аналізу ієрархій. Прийняття рішень в умовах невизначеності та ризику. Статистичні методи прийняття рішень. Прийняття рішень в умовах конфлікту. Ігрові методи. Умови рівноваги. Колективні методи прийняття рішень. Байєсівські мережі. Методи формування ймовірнісного висновку у байєсівських мережах.

6 ШТУЧНИЙ ІНТЕЛЕКТ ТА ІНТЕЛЕКТУАЛЬНІ СИСТЕМИ

6.1 Системи, що ґрунтуються на знаннях. Логічні моделі подання знань, логічний висновок. Семантична мережа. Фреймові та продукційні моделі подання знань. Онтології і онтологічні системи. Мови і засоби подання онтологічних знань.

6.2 Штучні нейроні мережи. Архітектура. Активаційні функції. Алгоритми навчання. Нейронна мережа Васk Propagation. Рекурентні нейронні мережі. Нейронна мережа Хопфілда та Хемінга. Нейронні мережі з самоорганізацією, змагальне навчання. Нейронна мережа Кохонена. Ймовірнісні алгоритми адаптації та навчання. Умови збіжності. Згорткові штучні нейроні мережи.

6.3 Машинне навчання. Статистична теорія навчання. Мінімізація емпіричного ризику. Перенавчання. Компроміс «відхилення-складність». Контрольоване навчання: класифікація та регресія, логістична регресія. Вибір моделі: перехресна перевірка, K-кратна перехресна перевірка. Регуляризація та стабільність. Машини опорних векторів. Ядрові методи. Неконтрольоване навчання: кластеризація, зменшення розмірності – метод головних компонент. Навчання з підкріпленням. Алгоритми керування навчанням.

6.4 Нечіткі системи та методи. Подання нечітких знань, лінгвістична змінна. Функції приналежності. Нечіткі множини і дії над ними. Нечітка логіка. Алгоритми формування нечіткого висновку – Мамдані, Цукамото, Сугено та Ларсена. Методи дефазифікації. Нечіткі нейромережи. Каскадні нео-фаззі нейронні мережі – архітектура, алгоритми навчання. Нечіткі методи кластерного аналізу: нечіткий алгоритм кластер-аналізу К-середніх, нечіткий алгоритм кластерного аналізу Густавссона-Кесселя.

6.5 Інтелектуальні розподілені інформаційні системи. Інформаційний пошук, пошукові машини, онтологія пошуку інформації, інтелектуальні пошукові системи. Семантичний Web, семантичні веб-сервіси. Агенті технології, інтелектуальні агенти, агентні платформи.

6.6 Приклади застосування: інтелектуальний аналіз даних, методи видобування знань (Data Mining), бізнес-аналітика, обробка зображень, машинний зір, обробка текстів на природній мові, підтримка прийняття рішень.
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**КРИТЕРІЇ ОЦІНКИ ВСТУПНОГО ВИПРОБУВАННЯ**

Завдання вступного іспиту оцінюється за чотирьох бальною системою: «відмінно», «добре», «задовільно», «незадовільно».

При оцінці знань за основу слід брати повноту і правильність виконання завдань. Загальна оцінка визначається як середня виважена з оцінок відповідей на усі запитання.

|  |  |
| --- | --- |
| Оцінка за 4 бальною  системою | Характеристика відповіді |
| Відмінно  (5) | Вступник:  - досконало володіє теоретичним навчальним матеріалом для ґрунтовної відповіді на поставлені питання;  - глибоко і повно оволодів понятійним апаратом, вільно та аргументовано висловлює власні думки;  - демонструє культуру спеціальної мови і використовує сучасну технологічну термінологію, цілісно, системно, у логічній послідовності дає відповідь на поставлені запитання;  - творчо використовує знання для розв’язання практичних завдань. |
| Добре  (4) | Вступник:  - володіє теоретичним навчальним матеріалом для відповіді на поставлені питання;  - здатний застосовувати вивчений матеріал на рівні стандартних ситуацій; наводити окремі власні приклади на підтвердження певних тверджень;  - грамотно викладає відповідь, але зміст і форма відповіді мають окремі неточності, припускає 2-3 непринципові помилки, які вміє виправити, добираючи при цьому аргументи для підтвердження певних дій. |
| Задовільно  (3) | Вступник:  - частково володіє навчальним матеріалом, здатний логічно відтворити значну його частину;  - виявляє знання і розуміння основних положень навчального матеріалу, але викладає його неповно, непослідовно, припускається неточностей у визначеннях понять, у застосуванні знань для вирішення практичних задач, не вміє доказово обґрунтувати свої думки;  - завдання виконує, але припускає методологічні помилки. |
| Незадо-вільно  (2) | Вступник: - має розрізнені безсистемні знання;  - володіє матеріалом на елементарному рівні засвоєння, викладає його безладно, уривчастими реченнями;  - припускає помилки у визначенні термінів, які приводять до викривлення їх змісту;  - припускає принципові помилки при вирішенні практичних завдань;  - не відповідає (або дає неповні, неправильні відповіді) на основні та додаткові питання. |