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HaykoBi HanpsAMKHU: po3po6ka iHpopMalLiiHUX CUCTEM JJI CTPATEriYHOTO
yIpaBJliHHA KOMIIaHi€l0; 3aCTOCYBaHHS MeTO/iB Ta MoJeJieil 06UUCI0BAHOTO
iHTesieKTy AJ151 pO3B’si3aHHS 33/lay YIPaBJIiHHS CKJIaJHUMU OpraHisaliiHuMHU
cucteMaMy; Gi3HeC -aHaJiTHKA..

AeTaJ’[bHiI_He PO BUKJIAd[d494d HA canTi Kaglgeupld

3arasibHa iHpopmanisa

AHoTanis

CnpsaMyBaHHA KypCy Ha 3HAaHHA MeTO/iB MalllMHHOI'0 HaBYaHH$, AIKi BUKOPHUCTOBYIOTLCA JJI aHa/Ii3y
BEJINKUX JJAaHUX. BUBUeHHS JUCIUILIIHU JJ03BOJIMTD CTYJeHTY aHa/Ii3yBaTH HOBITHI TeHAeHnii y Machine
Learning. Oco6J/IMBICTIO JUCHHUIIIHU € PO3TJISA HANOGIIbLI aKTyaIbHUX HAMPSIMKIB MallUHHOTO
HaBuYaHHS#: Supervised learning, Unsupervised learning, Reinforcement learning fij1s1 aHan1i3y BeJIMKUX
JlaHUX.
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Jucnuniida iHTerpye TeOpeTHUYHi Ta paKTHUYHI 3HaHHS 3 MAaIIMHHOTO HaBYaHHS. OTpyUMaHi 3HaHHS
10710 PO3B’sI3aHHA 3a/1a4 Kaacudikallii, KiacTepusallii, 3aMeHIIIeHHS PO3MipHOCTI Ta MOIIYKY MPaBHUJI
JI03BOJISIT CTYJIEHTY epEKTUBHO 3aMaTHUCH PO3POOKOI0 aJIrOPUTMIB /151 aHAJIi3y BEJTMKUX JaHUX

MeTa Ta niJji AUCOUILIIHA

MeToto Kypcy € GOpMyBaHHS y CTYZIeHTiB TEOPETUYHUX 3HAHb TA MPAKTUYHUX HABUYOK 3 OCHOB
MaIlMHHOT'O HAaBYaHHS /151 aHAJIi3y BEJIMKUX JAHUX , a TAKOXK NPUAGAHHS HABUYOK JOCJiJHUKA i
pO3pO6HUKA MOesIel Ta aJITOPUTMIB MALIMHHOTO HABYAHHSA 11 pO3pP06KHU iHPopMaliHHUX CUCTEM.

dopmar 3aHATH

Jlekii, 1abopaTopHi po60TH, caMocTiliHa po60Ta, KOHCy AbTalil. [1icyMKOBUN KOHTPOJIb — 3aJIiK.

KoMneTreHTHOCTI

3K01. 3gaTHicTb 10 aGCTPaKTHOTO MUCJEHHS, aHa/Ii3y Ta CUHTE3Yy.

CK04. 3paTHicTb po3po6JiATH MaTeMaTHYHi, iHGopMalliiiHi Ta KOMIT'loTepHi MoieJli 06’€KTIB i mpoIeciB
iHbopMaTu3anii.

CKO5. 3gaTHicTh BUKOPUCTOBYBATH Cy4dacHi TexHoJiorii aHai3y JaHUX AJ11 ONTHUMi3alii mpoleciB B
iHpopmanifiHUX cucTeMaX.

PEBYJIbTaTl/I HAaBYdHHA

PHO1. BiamykoByBaTH Heo6xiZiHy iHpopmMaliito B HAyKOBiH i TeXHiYHiH JiTepaTypi, 6a3ax AAHUX, iHIIUX
JKepeJiax, aHa/Ii3yBaTH Ta OL[iHIOBATH 10 iHpopMariito

PHO8. Po3pob6issTu Mozeni iHpopMaLiiHUX IPOLECiB Ta CUCTEM Pi3HOI0 KJAacy, BHKOPUCTOBYBATH
MeTO/IM MoZieJItoBaHHA, popMavtizauii, anroputmizanii Ta peasniszauii Mojeseit 3 BUKOPUCTAHHAM
Cy4acHHX KOMIT I0TepHHUX 3aC0biB.

PHO09. Po3po6/1iTH i BUKOPUCTOBYBAaTH CXOBUILA JaHUX, 3[iNCHIOBATH aHaJli3 JaHUX [ NiATPUMKH
NPUMHATTS pillieHb

06cAr AMCHUIIIHA

3aranbHui o6car guctumiinu 120 rox. (4 kpeautu ECTS): nekuii - 30 roa., tabopatopHi po6oTu - 30
roJ., caMmocTtiiiHa po6oTta - 60 rog.

IlepeayMoOBY BUBYEHHS JUCLUILUIIHM (IpepeKBi3UTH)

s epeKTHBHOTO 3aCBOEHHS AVCLUILIIHA HEOOXiHI 3HaHHS 3 TporpaMyBaHHs, Teopil 6a3 JaHUX, BUILLO]
MaTeMaTUKH, Teopil IMOBipHOCTEN Ta MaTEMAaTUYHOI CTATUCTUKH, OCHOB 0OUHMC/IIOBAHOTO iHTE/IEKTY,
MJIaHYBaHHS, ayJuT Ta CyNpoBij iHpopMaLiliHUX CUCTEM

0Co06JIMBOCTi AUCIUIJIIHK, METOJAHM Ta TEXHOJIOTiI HaBYaHHA

MeTo 1 BUK/IaZaHHS Ta HABYAHHS:

iHTepaKTHUBHI JieKLlii 3 mpe3eHTaLisIMH, JUCKYCil, 17abopaTOpHi 3aHATTS, KOMaH/iHa po60Ta, Keiic-MeTo/,
MeTO/, 3BOPOTHOTO 3B’I3KY 3 60KY CTY/I€HTiB, Ip06JieMHe HaBYaHHS.

®opmu O1iHIOBAaHHS:

OILiHIOBaHHS 3HaHb Ha JlabopaTopHUX 3aHATTAX (CAS), ekcipec-onutyBaHHs (CAS)

IIporpama HaB4YaJIbHOI AUCIUILIIHA

TeMu JIeKIiHHUX 3aHATH

Tema 1. MeToiu MalIMHHOIO HaBYaHHS 3 BuMTesieM (Supervised learning) a5 aHanisy BeJIMKUX JaHUX
MamurHHe HaBYaHHS AK MiZAPO34iJT ITYYHOT O iHTeNeKTy. OCHOBHI [TOJIOXKEHHS KJIACUYHOT'0 MallMHHOTO
HaB4YaHHs TUNK MalUIMHHOTO HaBYaHHS. 3a7a4i HaBuaHHs. [lorpe6u MH

AJITOpUTMH MallMHHOTO HaBYaHHSA 3 BYUTEJIEM I 3a7a4i Kiacudikamii. Perpecis Ta iHmi MmeToau
ki1acudikanii. Metoa k-Hat6amkuux cyciaiB. Anroputm Naive Bayes. MeTos onopHUX BeKTOPiB (support
vector machine). AiropuTMu nNo6yA0BU JiepeBa pilieHb (Decision tree).
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Tema 2. MeToay MalIMHHOTO HaB4YaHHs 6e3 BuuTess (Unsupervised learning) st aHas1i3y BeJIMKUX
JlaHUX

ANTropuUTMH MalIMHHOTO HABYaHHA 6e3 BUMTEs AJ1 3a4a4 KjaacTepusanii. MeToau KjiacTepHOro
aHauizy. lepapxiuni anroputmu (Hierarchy Algorithms). lepapxiuni AuBU3UBHI (po3Ainosi) MmeToau
(Dlvisive ANAlysis, DIANA). Heiepapxiuni MeToau kiactepHoro aHamizy: DBSCAN - npocTopoBa
KJIaCTepu3allif, aJITOPUTM KiacTepu3alii Mean-shift. Oinka sskocTi y 3aa4i Kyactepu3aariii.

MeToau 3MeHIlIEHHS pO3MipHOCTI Ta noiyky npaBus. MeToau Bubopy o3Hak (Feature
selection).MeToau BuainenHs o3Hak (Feature extraction). MeTou BUGOPY 03HaAK: QIIBTPH;
00ropTyBaJibHI MeTOIU; BOY/I0BaHi MeTOAH; TiOpHUIHI; aHcaM6JieBi. [lomyk aconiaTUBHUX TPaBUJIL.
Tema 3. AIropyuT™MH MalIMHHOTO HaBYaHHA 3 migkpinieHHsaM (Reinforcement learning) Ta riau6oke
HaBYaHHS [IJIS aHAJIi3y BEJIMKUX JJAHHUX.

AJITOpUTMH MalIMHHOTO HaBYaHHA 3 mifikpinieHHaM (reinforcement learning). [loctanoBka 3agaui
HaBYyaHH# 3 migKpinyieHHsaM. CTpaTerii HaBYaHHS, *a/Ai6Hi i e-xxazi6Hi cTpaTerii (greedy & e-greedy).
Mojesi MalIMHHOTO HaBYaHHS 3 MiAKpUIJIeHHSIM: MapKiBCbKUI Npoliec NPUKRHATTS pilieHHs; Q-
HaBuYaHHS. ['eHeTHuHi anroputmu. Bukopucranus Deep neural network jiyist aHa/1i3y BeJIMKUX JJAHUX.

Temu MNPAKTUYHHUX 3aHATH

[IpakTH4Hi 3aHATTS He NepeAbadyeHi HABYAJIbHUM IJIAaHOM.

Temu 1a60paTOPHUX POOGIT

Tema 1. MeTo i1 MalIMHHOT'O HABUYAHHS 3 BYUTEJIEM /sl PO3B’si3aHHs 3a/1a4i kaacudikarii

Tema 2. MeTo/i¥ MalIMHHOTO HaBYaHHSA 6€3 BUUTEJIS [IJIsl PO3B’A3aHHS 33/ja4i KaacTepusalii

Tema 3. MeTo/ i1 MAalIMHHOT'O HABYAHHSA 3 MiKPiNJIEHHSAM /151 PO3B’si3aHHA 33/1a4 HITYYHOTO iHTEJIEKTY
CaMocTiiHa po6oTa

Tema 1. MeToi MalIMHHOTO HaBYaHHA 3 BUHTesieM (Supervised learning) a5 aHas1isy BeJIMKUX JaHUX.
Bukopucranss 6i6s1ioTek Python (Scikit-Learn) asis peasnizanii afropuTmiB MalilMHHOTO HABYAHHS,
Bukopucrtanisi Machine Learning and Deep Learning Ta Statistics and Machine Learning Toolbox y
nakeTi Matlab a5 po3B'sa3aHH4 33/1a4 MeTOJaMH MAallIMHHOT'O HAaBYaHHS.

Tema 3. AnropuTMHM MalIMHHOTO HaB4YaHHA 3 NigkpinieHHAM (Reinforcement learning) Ta rimboke
HaBYaHHA /151 aHaJ1i3y BeJIMKUX JaHHUX.

[HcTpymeHTapii Reinforcement Learning Designer cepenoBuia MatLab a5 po3B’si3aHHs 3a4a4 3a
ZIOTIOMOTOI0 METO/iB MAallMHHOTO HaBYaHHA 3 MiAKpiNJeHHAM. MOXJIMBOCTI HEMpPONaKeTiB JJid
MO/ieJII0BaHHsI HEHPOHHUX CUCTEM.

[HAMBiIyaIbHUX 3aB/laHb He NepeA6a4yeH0 HaBYaJIbHUM IJIAHOM.
CTyneHTaM peKOMeHI0BaHi oAaTKOBI MaTepiasu (Bifleo, cTaTTi) A/ CaMOCTIHOrO BUBYEHHS Ta
ompalfoBaHHSA

JlirTepaTypa Ta HaBYaJ/IbHiI MaTepian

OcHoBHa JliTepaTypa

1. Mathematics Of Big Data And Machine Learning // https://ocw.mit.edu/courses/res-11-005-
mathematics-of-big-data-and-machine-learning-january-iap-2020/pages/lecture-notes/

2. Flach, P. (2012). Machine learning: The art and science of algorithms that make sense of data.
Cambridge University Press. https://doi.org/10.1017/CB09780511973000

3. Miiller A. C,, Guido S. (2016) Introduction to Machine Learning with Python. O'Reilly Media, Inc., 392 p.
4. Zgurovsky M.Z., Zaychenko Y.P. The Fundamentals of Computational Intelligence: System Approach.
Springer International Publishing Switzerland, 2016. - 375 p.

5. Sutton R. S., Barto A. G. (2018) Reinforcement Learning: An Introduction. Second Edition. MIT Press,
Cambridge, MA, 552 p..

JonaTkoBa JiiTeparypa
1 Luge G. F., Stubblefield W. A (2013) Artificial intelligence: structures and strategies for complex
problem solving. 3rd ed. Harlow, England; Reading, Mass. Addison-Wesley, 740 p.
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2. Mathar R. Fundamentals of Big Data Analytics/ Lecture Notes, 2019// https: //www.ti.rwth-
aachen.de/teaching/BigData/FBDA.pdf

3. Big Data Analytics [R17a0528] Lecture Notes. 2021
//https://mrcet.com/downloads/digital_notes/CSE/IV%Z20Year/(R17A0528%20)%Z20Big%20Data%?20
Analytics%?20Digital%Z20notes.pdf

4. 3Zgurovsky M.Z., Zaychenko Y.P. Big Data: Conceptual Analysis and Applications. Springer, 2020. -
298p.

5. Géron A. (2019) Hands-On Machine Learning with Scikit-Learn, Keras, and Tensorflow: Concepts,
Tools, and Techniques to Build Intelligent Systems. O'Reilly Media

Web-pecypcu

1. Machine Learning in MATLAB //https://www.mathworks.com/help/stats/machine-learning-in-
matlab.html.

2. Mastering Machine Learning: A Step-by-Step Guide with MATLAB
//https://www.mathworks.com/campaigns/offers/mastering-machine-learning-with-matlab.html
3. Machine Learning Tutorial //https://www.javatpoint.com/machine-learning.

Cucrema OLiHIOBAaHHA

Kpurepii onjiHI0OBaHHA yCHIINHOCTI CTyAEeHTa IlIkasa oniHIOBaHHSA

Ta po3mo/ i 6asiB Cyma HauioHasbHa ouiHka ECTS
100% mifgcyMKoOBe OLIiHIOBaHHA Y BUTJIALI 3aJ1iKy 6asiB
100% noTo4He OLliHIOBaHHS: 90-100 BiamiHHO A
3 na6opartopHi po6oTu (o 30%) 82-89 Jo6pe B
ekcnpec-onuTyBaHHs (1o 10%) 75-81 Jo6pe C
64-74 3a10BiJIbHO D
60-63 3a10BiJIbHO E
35-59 HesazoBinbHO FX
(noTpi6bHe fonaTKOBE
BUBYEHHS)
1-34 HezagoBisnibHO F
(moTpibHE mOBTOpPHE
BUBYEHHS)

HopMmu akaaemMiyHOI eTHKM i IOJIITUKA KypCy

CTyeHT NOBUHEH J0TpUMyBaTUCA «KoJleKCy eTUKHU akaieMiYHUX B3a€EMOBITHOCHH Ta 106pOYECHOCTI
HTY «XIIl»: BUABAATH AUCUUILIIHOBAHICTh, BUXOBAHICTh, J0OPO3UUINBICTD, YECHICTD, BiANIOBIAANBbHICTD.
KoHduikTHI cuTyanii NOBUHHI BiJKPUTO 06roBOPIOBAaTHCS B HABYAJbHUX I'PyIax 3 BUKJIaJaueM, a Ipy
HEMOJIMBOCTI BUpilIeHHs KOHQJIIKTY - JOBOAUTHCA [0 BifoMa criBpobiTHUKIB JUPEKLi] IHCTUTYTY.
HopmaTuBHO-IIpaBoOBe 3a6e3neyeHHs BIPOBaAKEHHSI IPUHIIMIIB akaAeMiuHoi fo6podyecHocTi HTY
«XI1I» po3mimeHo Ha caiTi: http://blogs.kpi.kharkov.ua/v2/nv/akademichna-dobrochesnist/
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